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Diffuse X-ray scattering (DXS) at glancing incidence is a potentially powerful means for elucidating damage structures in irradiated solids. Fundamental to the analysis of diffuse X-ray scattering data is a knowledge of the atomic displacement field around defects, which for implantation damage in crystals like Si has been difficult to obtain using analytical solutions of elastic continuum theory. We present a method for predicting the diffuse scattering pattern by calculating the displacement field around a defect using fully atomistic simulations and performing discrete sums for the scattering intensity. We apply the method to analyze experimental DXS results of defects produced by 4.5 keV He and 20 keV Ga irradiations of Si at temperatures of 100 - 300 K. The results show that the self-interstitial in ion-irradiated Si becomes mobile around 150 K, and that amorphization of silicon by light and medium-heavy projectiles occurs homogeneously through the buildup of interstitial clusters, and not within single cascade events.
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I. INTRODUCTION

Intrinsic defects in silicon have a central role in many aspects of ion implantation processing of semiconductors, notably the annealing and transient-enhanced diffusion behaviour [1]. Despite the immense technological interest in these defects, many of their properties have remained elusive. For instance, the structure of the self-interstitial has still not been determined experimentally, although ab initio computer simulations now strongly indicate it has the 110 dumbbell structure [2]. Even the structure of the vacancy is not fully clear; recent density-functional theory simulations suggest the vacancy has a split structure in the doubly-negative charge state [3]. The migration properties of the vacancy and interstitial have long been unclear, with enormous spreads in diffusivity values determined by different groups and methods [4]. Although some consensus has begun to emerge for the high-temperature self-diffusion recently [5], it is clear that obtaining new experimental data is desirable for clarifying the situation. The same is true for settling the long controversial question of whether silicon amorphizes by homogeneously (through buildup of defect clusters and a subsequent phase-transformation-like collapse) or heterogeneously (through the growth of amorphous zones).

The migration properties of intrinsic point defects have been studied by a variety of techniques. The results of electron paramagnetic resonance (EPR) and deep-level transient spectroscopy (DLTS) have been recently summarized by Watkins [6]. Positron techniques have also proved to be useful in studying the properties of vacancy-like defect complexes [7]. Common to these methods is that the results are dependent on the electronic structure of the defects. While this can be highly beneficial for instance in determining the electric activation of impurities, it also can make the deduction of the atomic structure of defects complicated. Particularly treating the silicon self-interstitial has proved to be complicated since it is not directly visible by most methods [6]. Diffuse X-ray scattering (DXS) studies of defects, on the other hand, depend only on the atomic arrangement of a defect and the atoms surrounding it. Recent DXS results on defects produced by electron irradiation differ in some respects strongly from the results of “electronic” methods, most notably in that they predict much larger defect introduction rates than previous studies [8].

Although the DXS method is well established [9], it has not been used very much in ion irradiated semiconductors. In the present work, we use a new atomistic analysis method of diffuse X-ray scattering distributions to study intrinsic defects in silicon. Since the analysis
II. DIFFUSE X-RAY SCATTERING ANALYSIS

A. Background

The "diffuse" part of an X-ray scattering distribution is the (usually very weak) part of the scattering between Bragg peaks. Since defects in a crystal produce strain fields in the lattice surrounding them, they cause a diffuse part to the X-ray scattering. The fundamentals of this scattering process are well understood from analytical scattering theory [9], and a good brief introduction to how DXS arises from defects has been given e.g. in Ref. [8]. Here we only point out that the DXS method is attractive for defect studies in that it allows the determination of the exact atomic structure of defects, cluster sizes and relaxation volumes.

The DXS method has been widely used in metals over a long period of time (see e.g. [12] and references therein). DXS measurements of semiconductors are mostly more recent [8,13-16], and have to some extent been hampered by difficulties in interpreting the experimental results. This is partly due to the almost perfect cancellation of vacancy and interstitial relaxation volumes in most semiconductors [13,14]. Hence lattice parameter changes, which are easily observed in metals, cannot be used in semiconductors for distinguishing the interstitial and vacancy. Furthermore, since defects in semiconductors tend to be more complicated than those in elemental metals, particularly the analysis of defects produced by ion irradiation is not straightforward.

The conventional theory of DXS uses analytical and numerical schemes to estimate the strain field around a defect and hence calculate the diffuse X-ray scattering [9,17]. While this approach has proven quite successful in many respects, it does have the drawback that each kind of defect has to be treated separately, and treating defects with a complicated structure and strain field is very difficult.

Another approach to obtaining the diffuse scattering is to do direct lattice sums, i.e. obtain the displacements of atoms around a defect and then obtain the scattering directly from the atom positions. Since the experimentally measurable part of the scattering depends on the long-range strain field around a defect, this approach requires obtaining the displaced atom positions of at least a few hundred thousand atoms, and hence computer simulations. The approach of direct summation over lattice points was pioneered by Keating and Goland already around 1970 [18], but because of the limited computer capacity at the time the strain fields used were very simple. Two major developments since then make the lattice sum approach much more practical now. First, the dramatic increase in computer capacity makes it feasible to treat millions of atoms and their interactions at the same time. Second, many-body interatomic potentials which reproduce all first-order elastic constants to an accuracy of ~ 10% now exist for most elemental crystals. Thus it is now possible to calculate a realistic strain field surrounding a defect by relaxing the atom positions of some $10^5-10^6$ atoms around a defect. The relaxation is carried out by minimizing the potential energy of the system with respect to an interatomic potential describing the interactions between the atoms. This method has the major advantage that it can be applied in a straightforward way to defects in any material for which a good interatomic potential has been formulated. In the following section we will give a brief description of our method.

B. Atomistic analysis method

The X-ray intensity $S$ close to a Bragg peak for a given scattering vector $\mathbf{K}$ for an arbitrary set of atom positions $\mathbf{R}_i$ in an infinite monatomic crystal can be written

$$S(\mathbf{K}) = \left| \int f_{\mathbf{K}} \sum_i e^{-\sigma^2 \mathbf{R}_i^2/2a^2} e^{i\mathbf{K} \cdot \mathbf{R}_i} \right|^2,$$  \hspace{1cm} (1)

where $\sigma$ corresponds to the resolution of the experiment and $f_{\mathbf{K}}$ is the atomic form factor [9,18,19]. The diffuse scattering from a defect is determined by the strain field around the defect, which enters the above expression as small displacements in the atom positions $\mathbf{R}_i$. In principle, if the atom positions of a defect and all surrounding atoms are known, the scattering can be calculated directly from this expression. The work of Keating [18] and our experience has shown that for values of $\sigma$ corresponding to experimental resolutions the number of atoms needed to evaluate Eq. 1 typically is of the order of $10^5 - 10^6$. This number, while large, is not necessarily prohibitive with modern computational capacity and linear algorithms.

The relaxation of atom positions is carried out by minimizing the total energy of a system of atoms with respect to the Stillinger-Weber interatomic potential [20]. Since this potential reproduces the elastic constants of silicon to an accuracy of 20% or better [21], and is also fit to far-from-equilibrium properties, it can be assumed to produce a realistic strain field both close and far from the defect. We emphasize that the potential does not necessarily give the correct structure for any given defect. However, it can still be used to obtain an understanding of how the DXS changes with increasing defect size — even though the potential may not give the right structure for, say, a tetrahedral, the calculation still gives an idea of how the scattering from a small interstitial cluster differs from that of an interstitial. This kind
of accuracy is sufficient at the present, rather qualitative level of the analysis. It is possible, however, to combine atomic coordinates for the defect center obtained from realistic ab initio calculations with positions calculated using a classical potential outside the defect core.

We use two ways for obtaining the atom positions necessary for calculating the DXS. In the simpler one we place a defect in the center of a large sphere, relax all atoms in the sphere to their potential energy minimum, and then calculate the sum over atom positions which gives the diffuse scattering. While this scheme is straightforward, it has the limitation that one needs to have the positions of all atoms in the sphere in computer memory at the same time. Hence the amount of atoms which can be treated is limited by the available capacity. In practice, some 10 million atoms can be handled on a fast single-processor present-day computer with a few gigabytes of memory. The limit in the number of atoms limits how close to the Bragg peak the DXS distribution can be obtained.

To overcome this limit, we have developed an extrapolation scheme which allows obtaining the diffuse scattering arbitrarily close to the Bragg peak. In this scheme, we obtain the shape of the strain field from a relaxation of a few hundred thousands of atoms, then use the shape of the strain field to obtain the displacement of a single atom far from the defect. In this way the positions of only a few hundred thousand atoms need to be stored in computer memory at the same time, and the extrapolation can be carried out arbitrarily far from the defect. This method also has the advantage that possible errors arising from atom relaxation at the surface of the sphere are subtracted out. The extrapolation method has been described in detail elsewhere [22].

The results of the two simulation methods are in excellent qualitative agreement. In some cases there are small quantitative differences in the results arising from numerical inaccuracies, but these are inconsequential at the present level of accuracy of the analysis.

C. Simulation results

We will present both the simulation and experimental results in plots of $S(q)^2$ versus $q$, where $S$ is the scattering intensity and $q$ is the distance to the center of the Bragg peak in reciprocal space. For reasons which become apparent below we have found that this way of plotting the results makes it easy to make qualitative conclusions of the nature of defects directly from the scattering.

The results obtained from the simulations have, in all cases where a relevant comparison is possible, been in good agreement with the classical theory of DXS. For instance, the simulations are consistent with the prediction that the integrated diffuse scattering intensity of a defect is proportional to the square of the relaxation volume of the defect [8]. Also, the symmetric part of the scattering from a single interstitial or vacancy is proportional to $q^{-2}$ close to the Bragg peak, in agreement with the Huang prediction. The method also gives the correct shape of the scattering for the dumbbell interstitial in FCC metals [23]. For defect clusters, we do not observe parts with a well-defined $q^{-2}$ and $q^{-4}$ symmetric part of the scattering predicted by the Huang and Stokes-Wilson approximations [9]. Instead, the “exponent” of the $q$ dependence varies smoothly with $q$. This is one reason why we prefer presenting the results in $S(q)^2$ plots. The location of the maximum in these plots is straightforward to recognize and corresponds to the cluster size.

![FIG. 1. Simulated diffuse scattering for three vacancy clusters. The Bragg peak has been left out of the figure. The location of the maxima on the negative side are indicated by tiny vertical lines. The relaxation volumes of the mono-, tri- and pentavacancy used here are -1.5, -3.2 and -5.3 atomic volumes, respectively.](image_url)

![FIG. 2. Simulated diffuse scattering for three interstitial clusters. The Bragg peak has been left out of the figure. The location of the maxima on the positive side are indicated by tiny vertical lines. The relaxation volumes of the mono-, di- and tetrainterstitial used here are +1.5, +2.6 and +4.3 atomic volumes, respectively.](image_url)
We have also used the simulations to test whether surface effects can affect the diffuse scattering significantly. The most important result is that surface effects in the diffuse scattering of in-plane peaks are negligible for defects deeper than 3 nm from the surface. Details of these calculations will be presented elsewhere.

In the present Article, we will only present results of radial scans over a Bragg peak. While these results do not reveal the exact structure of a defect, they are highly useful in examining the cluster sizes and the separation between interstitials and vacancies in Frenkel pairs. Calculations of two-dimensional intensity distributions in reciprocal space can be useful in examining the exact structure of a single kind of defect, but are difficult to use for the complicated ion-irradiation induced damage dealt with now.

Figure 1 shows results of DXS calculations for radial scans of vacancy clusters. The Bragg peak has been left out from the center since it is not relevant in the present context. The width of the Bragg peak depends on the $\sigma$ parameter, which was between 0.05 - 0.15 in these calculations. The intensity is plotted as $S(q)^2$, where $q$ is the distance to the Bragg peak in reciprocal space. We see that the scattering for all the vacancy clusters is stronger on the negative side of the Bragg peak, as expected from theory [9]. The locations of the maxima on the negative side in this $S(q)^2$ plot are proportional to the defect size; the larger the defect relaxation volume, the closer the maximum is to the Bragg peak located at $q = 0$. Also, the decrease of the scattering beyond the maximum is more rapid for larger defects, corresponding to $q$ exponents smaller than -2, as predicted by theory for defect clusters.

The scattering from interstitial clusters is illustrated in Fig. 2. The shape of the scattering is essentially a mirror image of that for vacancy clusters. The scattering is stronger on the positive side, and the maximum shifts towards the Bragg peak with increasing defect size.

The same behaviour was seen for larger interstitial and vacancy clusters as well, up to clusters consisting of 64 defects (with relaxation volumes of roughly 50 atomic volumes). The integrated diffuse scattering was on average proportional to the square of the relaxation volume of the defect, as expected [9], but individual defects could deviate somewhat from this average trend.

Damage clusters of other kinds, like amorphous zones and damage produced by collision cascades, exhibited similar behaviour. Damage with a positive relaxation volume had strong scattering on the positive side, damage with a negative relaxation volume strong scattering on the negative side. Large amorphous zones produced sharp and distinct peaks in the scattering close to the Bragg peak. This is illustrated in Fig. 3, where the scattering from a few amorphous zones are presented. The "4 keV Au" is the damage produced by a 4 keV Au recoil in Si, which contains about 900 atoms and has a relaxation volume of -30 $\Omega$, where $\Omega$ is the relaxation volume (the negative sign of the relaxation volume is due to inadequacies in the Stillinger-Weber potential description of a-Si). The 250 atom a-Si cluster has a relaxation volume of +5.1 $\Omega$ and the 500 atom cluster one of +10.7 $\Omega$, about corresponding to the experimental density of a-Si [24].

![FIG. 3. Simulated diffuse scattering for a few amorphous clusters. The nature of the clusters is described in the text.](image)

![FIG. 4. Simulated diffuse scattering for four Frenkel pairs. The Frenkel pairs are labeled with the separation between the interstitial and vacancy that form the pair. The relaxation volumes of all pairs are close to zero.](image)

The common factor for the scattering from all amorphous clusters is that they exhibit strong scattering close to the Bragg peak. Note that the scattering for even the 250-atom zone is roughly a factor of 20 stronger than that of the single interstitial or vacancy (the intensity scales of the different simulation figures are comparable). The strength of the scattering is due to their large relaxation volumes, and the irregular shape of the scattering due to the complex character of the amorphous-crystalline interface, which leads to an unsymmetric strain field.

The damage from Frenkel pairs has, not surprisingly, peaks on both sides of the Bragg peak. The calculated scattering from a few Frenkel pairs is illustrated in Fig.
4. The pairs are listed as a function of the separation between the interstitial and vacancy forming the pair. The scattering goes down close to the Bragg peak due to the cancellation of relaxation volumes and correlation effects between the interstitial and vacancy [8].

Analysis of the data shows that the separation between the peaks on the negative and positive side is inversely proportional to the distance between the vacancy and interstitial – the defect with a separation of 19 Å has two peaks close to the Bragg peak, whereas one of the peaks of the 5 Å pair extends outside the figure. Furthermore, comparison of the scattering calculated for different Bragg peaks showed that the separation between the peaks is about the same in units of \( q \). This enables a rough determination of the average separation between the vacancy and interstitial that form the pair, in a similar manner as done by Ehrhart using classical methods [8].

Thus we conclude that the results of our simulations are well in line with what is expected from classical theory, but the ease at which the method can be used for new kinds of defects can make it highly useful for complex defects.

III. EXPERIMENTAL RESULTS

As an example of how the information of simulations can be applied to analyze experimental DXS spectra, we use them to analyze preliminary results of ion irradiated Si. A more comprehensive presentation and analysis of the experimental findings will be published elsewhere [11].

We have examined damage produced by 4.5 keV He and 20 keV Ga in silicon using DXS. Details of the experimental procedure are found elsewhere [10], but we summarize the most significant parts here. The silicon samples were phosphorous doped, Czochralski grown Si (111) wafers with miscut angles less than 0.1°, with resistivities of about 50 \( \Omega \) cm. The two ions were chosen to provide a contrast between light ions presumably producing mostly Frenkel-pair-like damage, and a moderately heavy ion which is expected to produce amorphous zones [25,26]. The samples were implanted in situ with an ion gun in the X-ray scattering measurement chamber at the synchrotron at Brookhaven National Laboratory. The X-ray measurements were carried out at glancing angles to obtain sensitivity to close-to-surface defects. The sample could be cooled down to 100 K and measured in situ in the chamber between cooling and heating steps.

The DXS results of He implantation at 100 K as a function of dose is presented in Fig. 5. The background measured for the same sample before implantation has been subtracted from the data. The dose is given in units of displacements per atom (dpa), which is an estimate of the number of atomic displacements produced during the irradiation per lattice atom. The exact conversion factor between the real dose and dpa depended on the X-ray penetration depth, but rough estimates of the correspondence are dose = \( 10^{16} \times \text{dpa} \) for He and dose = \( 2 \times 10^{14} \times \text{dpa} \) for Ga, where the dose is given in units of ions/cm\(^2\). The estimate was made using the TRIM92 computer code [27,28], and is thus based on a binary collision cascade approximation. Even though this description of course does not account of all important aspects of cascade development in Si [29,30], it does make different doses for Ga and He roughly comparable.

![Fig. 5. Radial scan of diffuse scattering from He-implanted Si at 100 K for two different low doses, plotted in units of \( S^2 q \) where \( S \) is the background subtracted scattering intensity. As expected, the intensity increases with the dose. Also shown is the signal for the dose of 0.081 dpa after an anneal at 170 K. The data is from Refs. [10,11].](image)

![Fig. 6. Radial scan of diffuse scattering from He-implanted Si at 100 K for two different high doses. Also shown is the signal for the higher dose of 0.32 dpa after anneals at 170 K and 230 K. The data is from Refs. [10,11].](image)

Comparison with Figs. 1 – 4 shows that the damage signal clearly resembles a Frenkel pair signal, with a separation of 1 – 2 nm between the interstitial and
vacancy (as noted above, the $g$ dependence of the scattering from different peaks is comparable when plotted in units of $1/\text{Å}$). From the present data we can not exclude the possibility that small defect clusters are present, but comparison with Figs. 1 and 2 clearly shows that larger clusters (with more than $\sim 4$ defects) can not be present in significant concentrations. We note that although it is not done here, it is possible to derive the defect concentrations from absolute values of the measurements.

Figure 6 shows data for He implantations at higher doses. The maximum on the positive side has now clearly shifted inwards, and the signal on the positive side is clearly much stronger than that at the negative side at the highest dose of 0.32 dpa. The signal on the positive side clearly resembles that expected for interstitial clusters (cf. Fig. 2), and must be a result of cascade overlap at these high doses.

Figure 7 illustrates the dose dependence for Ga implantations. As for the He implantations, the low-dose signal resembles that expected for Frenkel pairs or small defect clusters. For He this was expected, but for Ga one would expect to see a signal from amorphous clusters close to the Bragg peak [25]. Using molecular dynamics (MD) simulations of 20 keV Ga implantation and our DXS simulations we estimate that this signal should be roughly a factor of 2 stronger than the Frenkel pair signal. We did not observe such a signal in any of our experiments, however. There are at least three possible explanations to this. One is that the density of the amorphous pockets produced during irradiation is very close to zero, i.e. not the same as the experimental density of macroscopic a-Si which we used in our simulations [24]. The second is that the classical MD models overestimate the size of the amorphous clusters. We can not rule this possibility out, but our recent comparison of different potentials indicates that this is unlikely [30]. The third is that the amorphous clusters do form, but anneal out in part or completely. Recent MD simulations indicate that amorphous clusters formed by heavy ions recrystallize at least in part even at moderate temperatures like 300 K [26], which could be enough to reduce the size of amorphous zones so that their DXS lineshape resembles small clusters. Although the present data is not conclusive regarding this question, we believe partial recrystallization of amorphous zones is the most likely explanation for the lack of an amorphous-zone signal.

As for He, the high-dose data for the Ga implantation has a strong signal on the positive side, indicative of interstitial clustering. Although the strong signal on the positive side could also derive from amorphous clusters, the observation of an increase in cluster size during annealing (see below) makes this explanation unlikely. Figure 8 shows DXS measurements of Ga implantation at 150 K to even higher doses. Here the very highest dose (0.12 dpa) is actually weaker than that of the previous dose of 0.04 dpa. This is an indication of amorphization of the implanted regions (an amorphous sample produces no distinct DXS signal close to the Bragg peak). The dose at which this occurs ($\sim 2 \times 10^{13}$ ions/cm$^2$) is consistent with amorphization doses obtained by other methods [31], and the occurrence of amorphization was verified using RBS-channeling measurements. Hence the data indicates that the amorphization of silicon during ion irradiation proceeds homogeneously through the buildup of interstitial clusters and a subsequent collapse to an amorphous state.

![Graph](image)

**FIG. 7.** Radial scan of diffuse scattering from Ga-implanted Si at 100 K. Also shown is the signal for the higher dose of 0.042 dpa after annealing at 230 K. The data is from Refs. [10,11].

![Graph](image)

**FIG. 8.** Radial scan of diffuse scattering from Ga-implanted Si at 150 K. Note that the highest-dose distribution of 0.12 dpa (plotted with "+") signs is weaker than the 0.04 dpa one, indicating amorphization of the film. The data is from Refs. [10,11].

Figures 5, 6 and 7 also show data of annealing steps from 100 to 170 and 230 K. For both He and Ga, the annealed curves are as strong or stronger on the positive side, and weaker on the negative than the unannealed data. This growth of interstitial cluster indicates that the silicon interstitial becomes mobile between 100 and
170 K. Some of the mobile interstitials annihilate with vacancies or vacancy clusters, and some become part of interstitial clusters. The former effect decreases the vacancy cluster signal. Since the strength of the DXS signal is proportional to the square of the relaxation volume, the later effect can increase the interstitial cluster signal even though the total number of defects decreases due to the mobility. These effects are not very pronounced, though, likely because many of the interstitials are already trapped in immobile defect clusters.

We also examined the damage introduction efficiency as a function of dose and temperature. The introduction efficiency for He implants goes down dramatically between 100 and 210 K. The most likely explanation is the recombination of close Frenkel pairs during the higher-temperature irradiation, although interstitial mobility also may play a role. A similar, albeit not as dramatic, difference in damage introduction rate was observed for Ga irradiations as well. Since Ga irradiation is expected to produce more clusters than He, the smaller difference between 100 and 210 K is expected. These results, moreover, indicate that at least the 100 K data is not dependent on reactions between self-defects and impurities in the Si.

IV. DISCUSSION

The experimental results described above can be summarized in terms of four quantities: interstitial mobility, vacancy mobility, Frenkel pair recombination and amorphization mechanism. In the following we discuss how our results relate to results by others in the literature. Since most experimental methods depend on the electrical structure of defects, whereas ours does not, the comparison is not necessarily direct. The DXS method should see all defects present in the lattice regardless of their charge state or levels in the gap, whence it can provide a test on whether previous measurements have observed all defects. Indeed, the DXS measurement of Ehrhart indicate that electron irradiation can cause a large number of close Frenkel pairs not visible by other methods [8].

Our observation of an increase in interstitial cluster size between 100 and 170 K provides evidence that the silicon self-interstitial becomes mobile in this temperature range (at least for the kind of highly ohmic silicon resulting from ion irradiation). Since interstitials are hard to detect by the most common methods used to study silicon defects (EPR, DLTS and positron measurements), most previous deductions on their mobility at low temperatures are indirect. In a recent review on EPR and DLTS results, Watkins states that the interstitial is mobile below 4 K in p-type Si during electron irradiation, and at about 140 K in n-type Si [6]. It is not clear whether these experiments are comparable to the highly ohmic Si produced during ion irradiation, but the EPR result in n-type silicon is very close to our result.

Vacancies are generally believed to be mobile below room temperature, and numerous studies have observed divacancies in the temperature range 100 - 300 K [7,32-35]. EPR results indicate that vacancies become mobile around 70 K at room temperature in n-type Si [6]. Our results are not conclusive on this point. We do not see vacancy mobility in this temperature range, but can not presently deduce whether the Frenkel-pair-like signal derives from simple Frenkel pairs or divacancy-interstitial complexes formed by vacancies mobile at 100 K.

We observed a very strong decrease in the damage formation efficiency between 100 and 210 K both for He and Ga irradiations. This indicates that most of the close pairs anneal out at the higher temperatures, and agrees with the thermally activated annealing of Frenkel pairs observed recently by Ehrhart during electron irradiation [8]. Our effect is much stronger, though, roughly two orders of magnitude for He and one order of magnitude in Ga [10]. This is probably a consequence of the much higher damage level during our ion irradiations than in low-dose electron-irradiations where much of the damage is trapped at impurities. The observation of a large number of close (possibly electrically inactive) Frenkel pairs annealing below room temperature is a likely explanation to DLTS measurements at room temperature seeing much less damage than predicted by ballistic models [35].

Our observation that the amorphization of silicon proceeds through the buildup of interstitial clusters provides one of the first direct experimental indications of a homogeneous amorphization mechanism in silicon. It also agrees well with several previous experiments and simulations suggesting this mechanism. The MD cascade simulations by Catura and Diaz de la Rubia indicate that heterogeneous amorphization is not possible above 600 K [26]. Lewis and Nieminen conclude from MD simulations that amorphization can be induced by point defects provided they form clusters. Although amorphous clusters in silicon have been seen directly by electron microscopy and found to be stable at room temperature by Ruault et al., one of the papers presenting this result concludes that the amorphous zones observed are not sufficiently large to explain the amorphization [36].

V. CONCLUSIONS

In the present work we have shown that atomistic analysis of glancing incidence diffuse X-ray scattering data is a viable method for directly observing many kinds of defect structures in silicon.

Our results on He and Ga irradiation of Si provide evidence that the self-interstitial becomes mobile around 150 K in ion-irradiated silicon. It also indicates that much of the damage produced during irradiation is in the form of close Frenkel pairs (or close divacancy-interstitial
complexes), most of which recombine above 100 K. Finally, the results indicate that the amorphization of silicon proceeds through the homogeneous buildup of interstitial clusters and a subsequent "collapse" to the amorphous state.

ACKNOWLEDGEMENTS

The research was supported by the US Department of Energy, Basic Energy Sciences under grant DEFG02-91ER45439, and the Academy of Finland. Grants of computer time from the National Energy Research Computer Center at Livermore, California, the NCSA at Urbana-Champaign, Illinois, and the Center for Scientific Computing in Espoo, Finland, are gratefully acknowledged.

[19] In the present description of the analysis method we neglect the atomic form factor for simplicity.